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ABSTRACT
Smartphones are becoming a powerful platform for event
recognition due to the number of sensors they are equipped
with. This provides an opportunity to apply data mining
techniques on movement data in order to recognize people’s
daily activities without changing their routine. In this paper,
we present a methodology for collecting and analysing user
activity information with a smartphone application. This
information can be further exploited in various applications
ranging from m-health (e.g. fitness application) and trans-
portation (e.g. user driving habits detection) to m-commerce
(e.g. shopping recommendations). In order to demonstrate
this methodology, we have developed GPSTracker1 a proto-
type application for Android phones, which collects position,
speed, altitude and time information and performs real-time
classification of user’s movement. The processed informa-
tion is collected in a private user folder, on a cloud storage
service, and can be further processed in order to extract ag-
gregate user habits, or in order to detect user activity over
time and provide recommendations. We also provide a vi-
sualisation of user trajectories, as recorded and classified by
GPSTracker application. We exploited all the possible sen-
sor of the smartphone and employed additional geo-location
data from public transportation services, we tested several
movement classification algorithms and trajectory pattern
analysis techniques in order to improve the performance of
our activity recognition process.
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1A prototype of GPSTracker for Android (versions 2.2 and
newer) can be downloaded from http://galaxy.hua.gr/
~it20934/.

1. INTRODUCTION
Mobile phones have become an integral part of everyday
life in modern society. The number of smartphone users
increases rapidly, modern smartphones are equipped with
multiple features such as cameras, GPS and other sensors
and the specialized mobile applications cover almost every
user need. According to MIT Technology Review the collec-
tion and analysis of information from simple cellphones was
among the 10 breakthrough technologies of 20132, since it
can provide surprising insights into how people move about
and behave. In this direction, we decided to develop a mobile
application that takes full advantage of the collected sensor
data and creates a personal activities’ repository, which can
provide valuable information for the user’s weekly activities
and habits, her movement or driving style, the places that
she usually spends time in weekdays or weekends etc.

In this prototype implementation for the Android OS, em-
phasis was given on solving technical issues concerning sen-
sor data collection, real-time data processing in the mo-
bile environment and data aggregation, in a private set-up,
where every user can access her own data. For this reason
we employed machine learning algorithms with minimum
resource requirements, which can be executed in a mobile
phone. We also employed smart trajectory correction tech-
niques, that take into account changes in user movement
(e.g. a stop in the traffic lights) in order to improve classi-
fication performance. GPSTracker uses publicly available
cloud services for the private data repository (Dropbox) and
the visualization of user trajectories (Google maps), which
are also easily accessible from the mobile device.

Another reason why this application is different from previ-
ous ones is that all the data mining happens on the mobile
device. While many different scenarios for mobile data min-
ing exist [16], we chose to use the mobile device for the entire
process. This allows the application to scale-up, since real-
time processing of sensor data is performed in the mobile
phone and only the processed data are moved to the cloud.
As a consequence, the application in its current stage re-
quires only storage resources from the cloud. In addition
to this, it is up to the user’s decision to share this infor-
mation with other users or to make them available to post-

2http://www.technologyreview.com/featuredstory/513721/big-
data-from-cheap-phones/



processing applications in the future. This increases the
sense of privacy and user control over personal data. Due to
the special characteristics that are unique to the mobile en-
vironment (such as low-bandwidth, limited battery power,
slower processors) [10], this is a challenging task that in-
troduces additional constraints to the original problem. In
this paper, we explore several algorithms that satisfy the
aforementioned constraints and show that there exist some
that can process the user generated data on a stand-alone
mobile device while maintaining high accuracy in the pre-
diction process.

While this application prototype can be used as a stand-
alone application, our vision is that it will be enhanced to
become a “personal assistant” in that it will push notifica-
tions to the user depending on their predicted location or
activity. For example, if the system predicts that the user
is heading to the grocery store, it can push notifications in-
cluding the user’s shopping list, whereas if it predicts that
the user is outside jogging, it can automatically suggest a
playlist. Moreover, by collectively processing the applica-
tion’s user data, whilst guaranteeing user anonymity, we can
also develop collective intelligence applications towards the
same direction.

2. RELATED WORK
While sensors and/or GPS data have been used to track
and predict mobility for a while, the opportunities arising
by the broad usage of mobile devices has made such ap-
plications much more accessible for everyone to use. Using
a smartphone’s GPS receiver, accelerometer and/or mag-
netometer, one can gather real-time information about the
user’s position, direction, velocity, and, after some analysis,
movement. Because of these capabilities, there’s a growing
market of health and fitness applications that focus on assist-
ing users to measure their activity. Examples include My-
Tracks3, Nike+ Running4, Runkeeper5, and MapMyRun6 to
name a few. All these applications use the phone’s GPS and
accelerometer to allow the user track and share their route,
pace, distance, and time. Other applications, such as Auto-
matic7 and Waze8, use the mobile device as a GPS and try
to predict the user’s driving routes.

While the exact details of the applications are proprietary,
we may safely assume that most of these applications use
simple heuristics to calculate the user’s statistics of each
route. Firstly, Activity Recognition9 class provided by An-
droid SDK, classifing movement between vehicle, bicycle,
walking, still and tilting, is not always available and usually
returns unknown status. More elaborate efforts, yet not im-
plemented as fully-fledged applications, have appeared in the
literature. A line of research deals with identifying and/or
grouping moving object trajectories using Machine Learning
techniques. For instance, Tsai et al.[19] used data collected

3http://www.google.com/mobile/mytracks/
4http://nikeplus.nike.com/plus/products/gps app/
5http://runkeeper.com/
6http://www.mapmyrun.com/
7http://www.automatic.com/
8https://www.waze.com/
9http://developer.android.com/training/location/activity-
recognition.html

from GPS sensors on wildlife animals to identify and group
animal migration trajectories, using variable length Markov
Models. Sung et al. [15] employed K-Means in order to per-
form trajectory clustering of moving robots and then used
hidden Markov Models to predict their movement. Lee et
al. [7] also proposed TRACLUS, a trajectory clustering al-
gorithm. Another interesting application was that proposed
by Trasarti et al. [18], who used the car GPS mobility data
to identify the car driver’s routes and match users based on
their individual behaviors for carpools. None of the above
approaches uses a mobile phone to collect and analyze the
mobility data.

Many researchers map the mobility data to a coarser level
before analyzing them. Sohn et al. [12] use coarse-grained
GSM data from mobile phones to recognize high-level prop-
erties of user mobility and their daily step count using sim-
ilarity metrics. Azam et al. [1] map the collected data to
higher-level locations as well, before applying Neural Net-
works and Decision Trees to detect the behavior of low en-
tropy people such as elderly people and patients in early
stages of dementia. Taniar and Goh [17] use an apriori-
like algorithm to predict moving patterns of mobile users.
Liao et al. [9] use Conditional Random Fields on GPS data
to segment user’s day into activities and recognize and la-
bel significant places. Most of the approaches that employ
data collected from the user’s mobile phone focus are health
and fitness application-oriented. Berchtold et al. [2] apply
fuzzy classification and Kaghyan and Sarukhanyan [5] use
K-Nearest Neighborhood to identify the user’s activity. All
of the aforementioned approaches require the data mining
to be performed on the server.

However, in order to perform data mining on the server, a
huge amount of sensor data must be transferred from ev-
ery mobile device to the server, and the server must be able
to handle all this processing. Many recent works focus on
the idea of pre-processing data on the mobile device, thus
moving part of the processing load from the server to the de-
vices and reducing the amount of data transferred or remov-
ing the need for a permanent internet connection. Whereas
there are clear trade-offs with regards to the capacity and
computational power a mobile device provides, it has been
shown that, given a proper prediction model, such systems
can perform equally well while allowing the user to main-
tain their privacy and not share their data. Stahl et al. [13]
discuss the idea of mining stream data on mobile phones.
However, in their approach, they need more than one de-
vices to distribute the mining process. Lee and Cho [8] have
developed a system using hierarchical hidden Markov Mod-
els that allows real-time activity recognition on the Android
OS to predict action and activity. While it is implied, it
is not clear if all processing happens on the mobile device.
Brezmes et al. [4] developed a system that tracks a user’s
movements, falling again under the health and fitness cat-
egory. Their system employs K-Nearest Neighbors and all
the processing happens on the mobile device. These two ap-
proaches are similar to ours in that the mining happens on
the mobile device. The objective and therefore the choice
of algorithms however is different. Moreover, none of the
aforementioned research approaches provides a full-fledged
mobile application prototype, integrating third-party appli-
cations, like the one we propose in this work.



Figure 1: Data recorded by GPSTracker.

Table 1: Features
Basic Derived

Longitude Average speed
Latitude Smoothed average speed

Near Metro Station
Altitude Altitude change

Timestamp Time zone
Day of the week

GPS Signal status -

3. APPLICATION ARCHITECTURE
The aim of GPSTracker prototype is to record and detect
the daily routine of the user. Its architecture (shown in
Figure 3) is based on four components, which implement
data recording, classification of movement, visualisation of
user tracks and data storage in the cloud respectively.

Data recording is performed by the Location Service com-
ponent, an android service that records the three position
coordinates of the user (i.e. latitude, longitude and altitude)
every 30 seconds, using the GPS sensor of the mobile device.
The service processes the GPS signal between two consec-
utive instances and calculates the average movement speed
(called Actual Speed in the following) and the change in al-
titude. In order to avoid abrupt changes in user movement,
such as a stop in the traffic lights, and provide a smoother
trajectory, we also compute the average movement speed be-
tween the last three consecutive recordings (called Smoothed
Average Speed in the following). Smoothed Average Speed
also helps distinguishing between moving by bus or by car,
since it results to greater values in the case of car driving.
The timestamp of each recoding is also processed and two
derived features are calculated, the Day of the week and the
Time zone. Both attributes are used to distinguish better
between peak and off-peak hours, since the speed of move-
ment, especially by car or by bus, is expected to be strongly
related to the traffic, which is increased during peak hours.
Moreover, this transformation will allow us to distinguish
between daily and weekend habits, between going to work
or spending the night out etc. Recorded data is stored as
arff files on the mobile device as shown in Figure 1.

Since the GPS signal is not always available, e.g. when
moving inside a building or when moving underground by
metro, GPSTracker also records the GPS signal status.
This feature can be used in combination with longitude
and latitude information in order to detect movement with
metro. The set of all basic and derived features employed
by GPSTracher is listed in Table 1.

Figure 2: The main screen of GPSTracker.

In order to record the GPS Signal status, we developed a
custom solution, since Android does not have an appropri-
ate service for this. More specifically, we have used infor-
mation from the GpsStatus Listener, which is updated only
when GPS status changes and the LocationListener, which
receives the updated location information by the Location-
Manager Service every 1 second. On a GpsStatusChange
event, we check the time that has passed from the last GPS
signal, if the time is more than 5 seconds, we assume that
the GPS signal is lost.

Recording sensor data during the whole day, needs that
the application is always running, without user interference.
However, the user must be able to switch to other applica-
tions or receive a call without interrupting data recording.
For this reason the application has been implemented as
a Service that runs in the background once started, in the
current context battery consumption is not concerned. Data
recording begins when the user presses the record button in
the main screen (see Figure 2).

Movement classification is performed by the Classification
Activity component. This android activity makes use of a
lightweight implementation of the Weka API for Android
mobile phones, and applies classification algorithms on move-
ment data in order to recognize the user activity per move-
ment instance. More specifically, every recorded instance
(every 30 seconds) of the user activity is classified to one
of the following movement types: Walking, Running, Bik-
ing, Driving, Metro, Bus and Motionless. A coarse grained
classification of the aforementioned types to slow (i.e. walk-
ing, running, motionless) and fast motion (biking, driving,
metro, bus) can be easily performed using the average speed,
and maybe the altitude change information only. However,
fine grained classification is harder and requires more infor-
mation, which necessitates the need for more features. In an
effort to add more useful features that will help us improve
the classification performance, we added the boolean feature
Near Metro Station, which examines the user distance from
the closest metro station. The coordinates of all metro sta-
tions in the city of Athens and a distance calculation routine
have been used for this purpose.



Figure 3: The architecture of GPSTracker.

Figure 4: Real-time route rendering in GPSTracker.

Data recording and classification is performed as a back-
ground activity in the Android environment and the results
are stored in the mobile device. At the same time, track vi-
sualization is performed at real-time on a map using Google
Maps Activity component and the Google Maps API. Fig-
ure 4 presents snapshots of the application, which shows
the route on the map when running in the foreground. In
separate background activities, the application records in-
formation and classifies new instances.

Finally, the user can upload the files from the device to
the cloud using the Dropbox API component, which runs
in a separate Android activity. The API allows the user
to create a Dropbox account (see Figure 5) and access it
from the mobile device. Then the user is able to select and
upload files to a central repository, thus emptying space in
the mobile device (see Figure 6).

4. CLASSIFICATION EVALUATION

Figure 5: Dropbox account creation, via the Drop-
box component.

The classification of every recorded instance is performed us-
ing an implementation of the Random Forests algorithm [3]
available by the Weka API. Random forests are an ensem-
ble learning method for classification that operate by con-
structing a multitude of decision trees at training time and
outputting the class that is the mode of the classes output
by individual trees. The classifier was trained on a sample
of 4518 instances distributed across the different movement
types (see Table 2). The data have been collected using the
GPSTracker training application depicted in Figure 7 and
the trained model was embedded in GPSTracker.

The choice of Random Forests classifier was based on the
availability of classification algorithms in the mobile version
of Weka that we employed and on their performance in the
evaluation set-up that we followed. Currently GPSTracker



Figure 6: Uploading local files to Dropbox.

Figure 7: The GPSTracker training application.

uses a port of Weka 310 to the Android platform11. In
the current implementation, we tested only tree-based clas-
sifiers, which are very fast in providing class predictions.
More specifically we examined two C4.5 [11] implementa-
tions (J48 and REP Tree), the Logistic Model Tree (LMT)
[6, 14] and Random Forests [3], with the default configura-
tion parameters. The accuracy results when using 10-fold
cross-validation on the entire data set are reported in Table
3.

As shown in Table 3, Random Forest algorithm has the best
performance among the tested algorithms. In order to eval-
uate the generalization performance of our model and make
sure that we avoid over-fitting, we draw the learning curves
of our model using a holdout set, which we created by per-
forming stratified sampling to the full dataset. The holdout
(testing) dataset contains 20% of the full dataset instances
and the remaining 80% was used for training. The error rate
for the testing and training sets using an increasing number
of training samples is depicted in Figure 8. From the learn-

10http://www.cs.waikato.ac.nz/ml/weka/
11https://github.com/rjmarsan/Weka-for-Android

Table 2: Class distribution of the training samples
Attribute Number of training samples

Walking 770
Running 177
Biking 343
Driving 650
Metro 1256
Bus 534

Motionless 788

Table 3: Accuracy in the training dataset using 10-
fold cross validation

Algorithm Accuracy

LMT 85.79
REP Tree 87.61

J48 90.73
Random Forests 92.81

ing curves it is obvious that the classification model gener-
alizes well, since the error rate in the holdout set’s instances
decreases with the increase of training samples. In addition,
the achieved error rate is quite low, which means that we
can be quite confident for the movement type predictions of
our model.

In order to have a better understanding of what mislead
our classifier, we performed an error analysis on the holdout
samples. The confusion matrix depicted in Table 4 shows
that the confusion was mainly among Motionless, Walking
and Bus classes. This can be easily explained since the buses
frequently stop, and similarly people occasionally stop dur-
ing their walks (e.g. in traffic lights). We expect to solve
this confusion when bus routes information will be added
to the application and extra features concerning the user’s
position will be added to the classification model.

Table 4: Confusion matrix of the test data set.
a b c d e f g <–classified as

135 2 0 2 2 2 11 a = Walking
1 32 0 0 0 0 1 b = Running
1 0 70 0 0 0 0 c = Biking
1 0 0 127 1 0 1 d = Driving
4 0 0 0 243 2 1 e = Metro
12 0 0 0 1 93 1 f = Bus
12 1 0 1 4 1 139 g = Motionless

5. FUTURE WORK
GPSTracker is a prototype application, which demonstrates
the use of mobile phones for collecting user activity infor-
mation. The next steps of our work comprise the extension
of the set of features employed for motion classification, the
long term analysis of user information and the collective
post-processing of information from multiple users. The list
of metro stations will be extended to include bus stations
and all segments of the bus routes. This will allow us to cre-
ate two more attributes, namely Near Bus Station and On
bus segment. It is on our intention to add more geospatial in-
formation for public transportation stops and routes, parks,
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Figure 8: Learning curves for Random Forest algo-
rithm.

malls and shopping areas and for this reason we will em-
bed a geospatial extension of SQLite RDBMS. We currently
design the analytical processing of multiple user trajecto-
ries, which must respect user anonymity whilst exploiting
as much information as possible.

Another interesting direction we are working in, is the inte-
gration of this application with a personalized notification
system. The application will be able to identify the user’s
path and type of transportation, and push related notifica-
tions (e.g. whether there has been an accident when the user
is driving, or weather forecasts when the user is walking).
This can become even more interesting when the social net-
work element is added and the users can share paths and
information with their friends.
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