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e Assign to every word of a document the most
appropriate meaning (sense) among those offered
by a lexicon or a thesaurus (inventory of senses)

o Some examples:

= The two friends jumped off the bank and into the water.

0 bank = sloping land - especially the slope beside a body
of water.

= They passed by the bank to make a deposit.

2 bank = a financial institution that accepts deposits and
channels the money into lending activities.

= They used the bank when the army entered the city.

2 bank = a supply or stock held in reserve for future use
(especially in emergencies).

o What is the correct meaning of “bank” in each
sentence?
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Senseval 2 Senseval 3
N V Adj. Adv. All || N V  Adj. Adv. All
Mono. 260 33 80 91 464 (193 39 72 13 317
Poly. 813 H02 352 172 1839|699 686 276 1 1662
Av. Poly. 4,21 9.9 3.94 3.23 5.37([|5.07 11.49 4.13 1.07 7.23
Av. Poly. (P. only)|5.24 10.48 4.61 4.41 6.48(|6.19 12.058 4.95 2.0 8.41

= Upper Bound: Human performace; 95%-99% coarse-grained
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= Lower Bound: Unsupervised Baseline: 13-20%, Supervised

Baseline: 61-64%

= Inter-annotator agreement: 67% - 80% [Snyder and Palmer,

2004]
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e Several options in applying WSD:
— Unsupervised

e High coverage, lower accuracy than supervised, no
need for manually annotated data set

— Supervised

e Lower coverage than unsupervised, higher accuracy,
“knowledge acquisition bottleneck”
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e Map all words’ senses to nodes of a graph
e Expand the graph by adding related senses until a connected

graph is constructed
Synonym I | |521 |
’IEE " Holonym o

= Adftribute
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Initial Phase Expansion Round 1

Indext O:Word Node [J=Sense MNode ,/-. = Activatory Link 4 = Inhibitory Link

e Rank graph nodes (senses) using graph based metrics (or
node activation techniques)

e Each word is mapped to its most highly ranked (or most
active) sense
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* Model WSD as an Integer Linear Programming (ILP) Problem

e Select exactly one possible sense of each word in the input
sentence, so as to maximize the total pairwise relatedness
between the selected senses

 Create a graph that contains
only the candidate senses for
each word

e The edges denote relatedness
between senses

SETN 2012 WSD as an ILP problem



\A/ICINY Aac Il D v
VVvouU do ILIM Vo

m

e Complete but smaller
graphs that contain only
words’ senses

e Weighted edges are created
using any pairwise sense
relatedness measure
(semantical or statistical)

e [LP is NP-hard, however for
small graphs and using
efficient solvers the method
is faster than graph-based
WSD
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Connected big graphs that
contain extra
(interconnecting) senses

The edges are lexical
relations from a thesaurus,
and are usually unweighed

Semantic network
construction is slow

Spreading of activation or
node ranking run for each
new graph

WSD as an ILP problem



Towards an ILP formulation

S,;: possible senses of w;.
a,;: shows whether s ;is
selected (a;;=1) or not (a;;= 0)

S,;: possible senses of w,.
a,;: shows whether s,;is
selected (a, =1) or not (a, = 0)

max Zi,j,i',j’,i<if
S.t. ajj € {0,1}, Vl,]
and Z] ajj = 1, Vi

’rel(si. S.! .!) -a.. -a.! . f
J’-l l] l c - . o
g ! Maximize the total pairwise

relatedness between selected

senses, using only one sense
per word

Results in a quadratic objective function

SETN 2012 WSD as an ILP problem 9



Our ILP model for WSD

S,;: possible senses of w;.
a,;: shows if s, is selected
(a;;=1) or not (a;;=0)

S,;: possible senses of w,.
a,;: shows if s, is selected

(ay=1) or not (a,;=0)

: Shows whether the edge is
active (1) or not (0).
The edge is active
iff both connected senses are
active (a; = a,» =1).

ij,i'j’
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Our ILP model for WSD

max X, i jri<ir TeL(SijySirjr)  8yjrjr Maximize the total pairwise
s.t. a;; €{0,1}, Vi,j relatedness between senses,
and %;a;; =1, Vi taking into account senses
and &;;;;, €{0,1}, Vi, j,i',j' connected via active edges
and &y = 8yrjr i VLG Edges are undirected

and Z]’ 6ij,i’j’ = a,;j ,Vi,j, i

If s;; is selected (a; = 1), then
there is exactly one active edge
from s; to the senses of all other
words w,.

If s;; is not selected (a;; = 0),
then there is no active edge
from s; to senses of other
words w;..

SETN 2012 WSD as an ILP problem 11
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f WordMet 2.0 Browser E|E|E|

File  Hiztory Options Help

Search Word: |I:|ar'|k Redizplay Overview |

Searches for bank:  Moun | Yerb Senzes

-

10 zenszes of banlk

Hense 1
depository financial institution, banls, banking concern, banking cotnpaty -- (a financial institution that accepts deposits and channels the money

itito lending activities; "he cashed a checlks at the bank"; "that bank holds the mortgage on my home™)
== financial mstibution, financial organization, financial organtsation -- (an institubion (public or private) that collects funds (from the public
or other mstitutions) and mwests them m financial assets)
== mstitution, establishment -- (an organization founded and united for a specific purpose)
== organization, orgatisation -- {a group of people who worl: together)
== social group -- (people sharing some social relation)
== group, grouping -- (any numnber of entities (members) considered as a unit)

mense 2
band: -- (sloping land (especially the slope beside a body of water), "they pulled the canoe up on the bank"; "he sat on the bank of the rdver and

watched the currents™
== slope, incline, side -- (an elevated geological formation, "he clirnbed the steep slope"; "the house was built on the side of the mountain™)
== geological formation, formmation -- ((geology) the geological features of the sarth)
== natural object -- {an ohject occurring naturally, not made by man)
== object, physical object -- (a tangihle and visible entity;, an entity that can cast a shadow;, "t was full of rackets, balls and other

ohjects")
= entity -- (that which 15 percerved or lnown or inferred to have itz own distinct existence (living or nonliving)

"Hupernpmz [thiz iz a kind of )" zearch far noun 'bank"
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e Relatedness measures

— Semantic Relatedness (SR) is a knowledge-based measure that uses

WordNet SR(S],SQ) — b (iI]aX_ }{SCM(P) * SPE(P)}
— (5] gereS2

e Semantic compactness (SCM): the semantic path from s1 to s2 is short
and contains highly related senses

e Semantic Path Elaboration (SPE): the senses in the path are very specific
— Pointwise mutual information (PMI) is a statistical similarity measure

— We use the WordNet glosses of each sense s, and a non-sense tagged
corpus (953 million tokens)

sz €g(s1), wacg(sa) PMI(w]’ ’wg)
lg(s1)| - |g(s2)]

PMI(Sh 82) —

SETN 2012 WSD as an ILP problem 14
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lp_solve: A branch-and-bound implementation that uses Simplex for
LP subproblems. Available at http://lpsolve.sourceforge.net/

* Sense pruning: The sense s; of a word w; is removed from the graph if the
gloss of s, and the sentence of w;, do not overlap

— The resulting graph is smaller, faster execution with comparable WSD
performance

average time (sec)
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Method Avp, time (secs) per sentence
SAN 10138
PR 9192
oense Prunine ILP-SR-FULL K281
ILP=5R=-PRUN 2345
ILP-PMI-FULL El 46
‘z//\"/ ILP-PMI-PRUN 17410

2 4 6 8 10 12 14 16

number of words -P problem 15



Experimental results

Moun Verh Adjective |l----- Al o,

Method c|/r R|F|C P|R F|C/|P R C , PRI F ||

SAN T2 ) ITE | 200 | B3 | TLL | 1946 | 139 | 163 TX4 396 | IRT | 33 "1 719 |E'||'.‘§' i : 3 :

PR T2 | 455 | 32E | 381 | Tl . N A I . Ha TX4 JEE . 5.1 T"ﬁl 719 :3":3.4 . EH.#: EERN :

ILP-SR-FULL 996 | 3R6 | 384 | JES | 996 | 250 | 249 | M9 orE T4 | M-I J-ﬁ.t] QE.1 i.'H-.E 115 : 338 :

ILP-SR-PRUN 996 | 3HG6 | IB4 | JES | 996 | MAe | 245 | M5 orE 37T ) 3510 .'!-ﬁ..'!-: QE.1 i.'H-.l M4 : LLR.] :

ILP-PMI-FULL | 996 | 279 | 27.7 | 278 | 989 | 234 | 232 | 233 | 1000 | 379 | 379 _1?.-;: 905 | 286 :4-:.1= 0.5 :

l ILP-PMI-PRUN | 996 | 286 | 285 | 286 | 989 247 | 245 | M5 1L | 435 | 435 43.5: . 5 :3!].5 . 3!].4: 5 :

| 1

_TEl:I_IE_E__E{:_\-t_IELgE_[C_} precision (P), recall (R), and Fy-measure (F) of wsD methods on the IEEI:::E-IE dataset, T
Erllj.:inlnillﬂnih_nﬂlz kexcluding adverbs, without using the first-sense heunstic. The results are percentages.

MNoun Verh Adjective All

Method cle|r|F|lciep|[r|[F|clp|R|]F]CTir]| rR]TF]i

SAN 974 ) 306 | 299 ( 302 | 942 | XER | 270 | 279 [ W49 | ATHE | 359 | 36 Hi 95.8 i.'!- o | Xy : A4 :

PR 979 | I3 ) ATS5 | 37O | 942 . e | 373 . R4 | M9 . 405 | 384 3-"?.4: 955 ;3‘32 '!-'.".ﬁ: A4 :

ILP-SR-FULL Q09 | 3X3 ) 323 | 333 | 9RO l 5K | 253 l 56 | 9.0 l LI T | .T.".'."i QH.G i.'!-ﬂﬁ 'H].Zi ETNE E

ILP-SR-PRUN 999 [ 320 | 319 | 320 | 980 | 158 | 253 | 156 | 910 | 38T | 375 lﬁ.l: 9.6 :3(]5 RN : 303 :

. ILP-PMI-FULL | 967 | 32 | 292 | X7 | 94.1 l 15.1 171 l 176 | 959 l a4 | K2 'Hiﬁ: Q5.7 |2E|.'i' E.H: 263 :

ILP-PMI-PRUN | 967 | 273 | 264 | 2608 | 94.1 193 | 182 | 187 | 969 | 390 [ 378 1E4| 95.7 |""E|l 2—1.9: 255 :

1

Table 3: Coverage (C), precision (P), recall (R), and Fy-measure (F) of wsD methods on tl'u:L';T:n'-.cvaIE dataset,
pnly'-.cmﬂu'-. words n_nEf‘chcludmg adverbs, without using the first-sense heuristic. The results are percentages.

SETN 2012 WSD as an ILP problem 16
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Better results with SR (WordNet), instead of PMI (co-occurence).

O We are currently evaluating the performance of PMI using sense
tagged corpora

O Sense pruning improves time performance without significantly
affecting WSD performance

In Senseval2 we outperform graph based unsupervised WSD
methods (SAN and PageRank)

In Senseval3 we performed comparable to SAN, but worst than
PageRank.

O Higher polysemy than Senseval2.

O SAN and PageRank create bigger graphs than our method.

Almost 100% coverage

O We may probably compare all methods in 100% coverage, by forcing
other methods to give an answer in all cases (without using the First
Sense heuristic)

SETN 2012 WSD as an ILP problem
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e PMI in sense-tagged corpora
O But then we will be supervised
e Test with other similarity measures or combinations.
0 X2, likelihood ratio, LSA, ...
O Our model works with any relatedness measure
e More evaluation datasets: Semeval 2007, 2010
e LP relaxations, in order to use Simplex
O Faster solution: real time/scale implementations
O WSD in paragraph or section level

SETN 2012 WSD as an ILP problem 18
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Thank you !

Questions ?

Iraklis Varlamis

varlamis@hua.gr
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