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Abstract using both semantic and statistical information, and

) o (b) application of a graph-based ranking algorithm
The selection of the most descriptive terms  hat exploits the edges’ weights.

or passages from text is crucial for several
tasks, such as feature extraction and sum-
marization. In the majority of the cases, re-
search works propose the ranking of all can-
didate keywords or sentences and then se-
lect the top-ranked items as features, or as a
text summary respectively. Ranking is usu-
ally performed using statistical information
from text (i.e., frequency of occurrence, in-
verse document frequency, co-occurrence in-
formation). In this paper we presefeman-
ticRank a graph-based ranking algorithm
for keyword and sentence extraction from
text. The algorithm constructs semantic
graph using implicit links, which are based
on semantic relatedness between text nodes
and consequently ranks nodes using different
ranking algorithms. Comparative evaluation
against related state of the art methods for
keyword and sentence extraction shows that
SemanticRanlperforms favorably in previ-
ously used data sets.

The key contributions of this work are: (1) a novel
method for the construction and weighting of the se-
mantic graph, which contains text segments (terms or
sentences) as nodes and weighted edges that capture
the semantic relatedness (i.e., relatedness in mean-
ing) between nodes but also consider statistical in-
formation, (2) the modular design of the method,
which allows any graph-based ranking algorithm to
be employed, and (3) thorough experimental evalua-
tion of SemanticRankn the keyword extraction and
text summarization tasks, and evaluation of several
alternatives for the graph-based ranking component.

The paper is organized as follows: Section 2 dis-
cusses related work. Section 3 presents the prelim-
inaries of SemanticRank the semantic relatedness
measure, the graph creation process and the ranking
algorithm alternatives. Section 4 provides the details
of our method. Section 5 presents the experimental
evaluation ofSemanticRankn two different tasks:
keyword extraction and text summarization. Finally,
Section 6 concludes and provides pointers to future
work.

1 Introduction
2 Related Work

Graph based ranking algorithms can be very help-

ful when searching for important pages in the Worl@'his work addresses the problem of extracting the
Wide Web, members in a social network, or authorsost representative keywords and sentences from
in a publication database. Such algorithms capitakxt as a means of text summarization. More specif-
ize on the existence of explicit links (e.g., hyperlinkscally, SemanticRanlcapitalizes on the creation of
citations) between the graph vertices. In the case ®fm and sentence graphs from text and on graph-
flat text collections, neither links nor citations existbased ranking algorithms in order to support the fol-
so the need to devise implicit edges between text kdpwing tasks: (a) keyword extraction from text, which
words or sentences arises. One feasible solution isisgperformed by selecting the top-ranked terms as the
exploit the contextual information of terms and createost representative ones, and (b) text summarization,
semantic graphs from text based on content similashich is done by selecting the top ranked sentences
ity. However, conceptual analysis of text has a stroras the most representative ones. For this reason, a
potential in this direction, since it reveals latent simsurvey of research works in keyword extraction and
ilarities between text segments that discuss the sategt summarization, with emphasis on graph-based
subject but with different terminology. In this direc-approaches is necessary to understand the require-
tion, we introduceSemanticRanka new algorithm ments for these tasks, to locate benchmark data sets,
for ranking text segmentsSemanticRankomprises and state of the art graph-based approaches for the
two steps: (a) creation of semantic graphs from tegbmparative evaluation.



2.1 Keyword Extraction Another important class of automated text summa-

jzation methods is that of cohesion-based methods.

. . . . I
Keyword extraction is an importan kin mrg :
eyword extraction is a portanttask in docume uch methods assume that the important sentences

indexing, and strongly affects the performance of r%r aragraphs of a given text document are the most
trieval, classification, clustering, and summarization. paragraphs of a g .
connected entities in more or less elaborate semantic

Most keyword extraction approaches rely on statis- o o .
yw bp y uctures inside the text. In this direction, the meth-

. . r
tical measures such as term frequency (TF), mver?% .
document frequency (IDF), and variations (Aizawao s construct a graph for each text document, with the

2003). Several works in keyword extraction construdt ert|ce§ being the document senten.ces,'and attempt to
etermine the most connected vertices in each graph.

semantic networks from text in order to capture tl . .
P h"I:‘hese methods are further classified depending on

implicit relations between the individual candidateiiow the graph's edges are constructed, for exam-
Huang et al. (2006) propose the construction of o using word co-occurrences (Salton et al., 1997),

semantic network per document, and use edges t ; . .
al salience and grammatical relations (Boguarev

. . C
capture syntactic relations between document term%. i ) '
Mihalcea and Tarau (2004) suggest a semantic n?ﬂd Kennedy, 1997), co-reference (Baldwin and Mor

on, 1998), and combinations of the aforementioned
work model where edges express the co-occurren

of terms in the document’s sentences. Wang et Qﬁam and Bloedorn, 1998). .

(2007) employ the well knowiPageRankalgorithm More recently, some cohesmn-t_)asgd _me_thods have

to perform word sense disambiguation (WSD) an@ttempt_ed_to capture the semantic similarity of sen-

keyword extraction from documents. The graphs thignces inside a text docgment, and rank sentenpes in

they construct are always subgraphs of WierdNet the construclted semantic graph. For example in the

thesaurus, which results in low text coverage. method of Mihalcea and Tarau (2004), the graph con-
In this work we aim at the design and implement-ams a vertex for each sentence of the given text doc-

tation of a keyword extraction algorithm that takegment’ and weighted edges between sentence. The

into account different aspects of text, such as statis\(\’—e'ghts represent the semantic similarity between
ntences and are actually the contextual overlap be-

cal information and the semantic relatedness betweh th ¢ 't Rantalaorith
keywords. To the best of our knowledge, the cufyveen the sentences' terms. TPageRanlalgorithm

rent work is the first to propose a semantic netwo tthetndapplled :[[O rankhser}tetnhces |r][headchfc|)_f.tthekcorc11-
construction model for keyword extraction based o ructed semantic graphs. 1n the method of Litvak an

measures of semantic relatedness between keywo St _(2008)' the vertices are again the sentences of
In Section 3 we discuss the employed measure of§ € given text document and the edges represent the

mantic relatedness, which utilizes batVordNetand syntactic refations between them. Finally, #erS
Wikipedia to increa,se term coverage algorithm is applied on the graph for ranking the sen-

tences.
2.2  Text Summarization The conclusion from the literature review is that
] ] o modern trends in graph-based approaches focus on

The aim of automatic text summarization is t0 gemyove| methodologies for weighting edges and con-
erate a summary of a pre-specified length for a givegycting semantic graphs, and employ standard tech-
input text. TheDocument U_nderstanding Conference]iques for ranking vertices, such BageRankHITS,
(DUC) * series have provided benchmark data se$§ variations. Another important finding is that the
with documents and manually generated summarigytentiality of creating the edges between the vertices
which can be used for the evaluation of any automalised on measures of semantic relatedness among the
text summarizer. Research works in this area copsspective nodes is unexploited so far, and this is the
duct automatic text summarization by selecting theyre of the current work. Thus, the main difference
most important sentences from the input texts (SteifatyweenSemanticRanlkand the aforementioned ap-
berger and Jezgk, 2009).. Baseline methods are paé?@aches is that our edge weighting method employs
on the observation that important sentences insideygheasure of semantic relatedness between sentences,
text usually occur at its beginning. Thus, a straightnat is based omordNetand Wikipedia The mo-
forward baseline is to select the filsssentences as atjyation behind such a perspective is that such se-
summary of the text, and settiign such a way that mantic graphs would capture the similarity in mean-
does not violate the summary length restriction. ing among the graph vertices, which was neglected

- _ by previous approaches. Finally, regarding the data

,p:/iwordnet.princeton.edu/ sets used for evaluation, most works in text summa-

hupi/likipeda.org rization use pasbUC data, whereas in the case of

3http://du(:.nist.gov/. Recently it has been renametetd Understand- i N
ing ConferencéTAC). keyword extraction a subset from tiespecbiblio-



graphic database has been used in several cases irBt2e Creating Semantic Graphs from Text

past (Mihalcea and Tarau, 2004; Hulth, 2003). A hyge volume of literature has been created on

how to construct semantic graphs addressing vari-
3 Terminology and Preliminaries ous applications, such as word sense disambiguation

(Agirre and Soroa, 2009), keyword and sentence ex-
A graph-based method for ranking keywords or sefraction (Mihalcea and Tarau, 2004; Litvak and Last,
tences by constructing semantic graphs comprisé808; Yeh et al., 2008), and computation of semantic
two steps: (a) the creation of the semantic graph, witglatedness or similarity between terms (Gabrilovich
keywords or sentences as vertices, and edges cafd Markovitch, 2007; Budanitsky and Hirst, 2006;
structed based on a semantic similarity measure Béiine and Witten, 2008).
tween vertices (c.f. Section 3.2), and (b) the adapta-In this work we adopt a semantic graph construc-
tion of a new or existent ranking algorithm which antion method which is able to capture the semantic
alyzes the graph structure and ranks the nodes. Stglatedness between terms, as well as text segments.
tion 3.1 introduces the used terminology. In Sectiohor our purposes we adoPimiotis the measure pro-
3.2 we explain how the first step is done 8gmanti- posed by Tsatsaronis et al. (2010) in order to con-
cRank and in Section 3.3 we present several alterngtruct and weigh the edges of the semantic graph.
tives for the second step. Omiotisis a knowledge-based measure of semantic
relatedness that may capture the semantic relatedness
between both keywords and text segments (e.g., sen-
tences, documents), allowing us to construct both se-
In the following we denote witlT'(¢;,¢;) a pair of mantic keyword graphs for keyword extraction, and
terms that occur in text documefit We also as- semantic sentence graphs for sentence extraction and
sume thafl” is a member of a document collectidh summarization. Our selection also lies in the fact that
given as input to our method) represents the usedOmiotis has been shown to perform very well com-
knowledge-base (e.g., thesaurus, dictionary); in opared to other known measure of semantic related-
case we are using two such knowledge-bases, namedsss or similarity in tasks such as term-to-term simi-
WordNetand Wikipedia With SRy (¢;,t;) we de- larity (Tsatsaronis et al., 2010; Budanitsky and Hirst,
note the semantic relatedness between ternad 2006). However, sinc®miotisrelies solely inword-
t; usingO for its computation, an@R$A, B) repre- Net we enhance the coverage $&manticRanky
sents the semantic relatedness between text segmentaplementing the edge weighting with an additional
A andB (e.g., documents, sentences). Wikipediabased measure, namely the measure pro-

ConcerningWordNet S; (S;) represents the set ofposed by Milne and WitterMLN) (2008). In Section
the different meanings (senses) with whigh(t,) 3.2.1 we explain how these two measures are com-
may appear ir0. P;; denotes the set of paths conbined in order to compute the semantic relatedness

necting senses |S7, with senses irSj, as these may between terms, and in Section 3.2.2 we explain how
be found usingD. PZ; represents one such path irfeémantic relatedness is captured between sentences.

the set of paths;, namely thek,, path. 5;; stands 3.2.1 Semantic Relatedness Between Terms

for the set of all possible sense pairs between thé ) ]

set of sensesS; and the set of senses;. Thus, The measure presented in (Tsatsaronis et al., 2010)

1S5;] = S| = |S;|. RespectivelyS™ stands for one defines the semantic relatedness between a pair of
2 ) . 1]

such combination, namely the,;, combination. terms as shown in Equation 1, where the knowledge-
baseO is WordNet(WN).

3.1 Terminology

With regards to WikipediaJ/' refers to all the
Wikipediaarticles. Witha; we denote th&Vikipedia
article for termt;. In(a;) is the set ofWikipediaarti-

oy — m pky, m pk
cles that contain at least one linkdg. SRun(ts.t;)=max {maxy {SCMS7. Fij) SPRST, Pij)

ij) i iy

: L , 1)
Finally, if d; is thei,, document ofD andi, @ \yhereSCMand SPEare calledSemantic Compact-
term ind;, then we denote wWitlF-IDF(t,d;) = pessand Semantic Path Elaboratiomespectively.

C°”“|§f|”’d” -logy the TF-IDF weight of  Their product measures the weight of the path con-

t, in d;, where|d;| is the number of term occur- necting the two senses.ﬁj}b,taking into account: the
rences ind;, |D| is the number of documents i, path length, the type of the semantic edges compris-
Countt,, d;) the number of occurrences f in d;, ing it, and the depth of the intermediate nodes in the
andCoun{t,, D) the number of documents i that WN senses hierarchy. The semantic relatedness be-
containt,. tween two terms;, ¢;, whent; € WNandt; ¢ WN

Coun{(ty,D)+1
[D]



or vice versa, is considerad The intuition behind  After finding the set of alb, anda, terms, the se-
Equation 1 is that the semantic relatedness betwemantic relatedness between the two textand B is
two terms should be computed based onhighest computed as shown in Equation 5.
value path connecting any pair of senses of the two
terms. The computation of thealue takes into ac- SR$A, B) 0(A, B) +0(B, A) 5)
count in tandem all of the aforementioned factors. ’ 2

In order to enhance the coverage of the measure in L
Equation 1, we combine it with th&/LM Wikipedia Whered(A, B) = 1 3= 4 Ava b, -SRTla, b), and
based measure of Milne and Witten (2008), which is B, A) can be computed respectively. The measure
low-cost solution for measuring relatedness betwe&hEquation 5 is the measure used®manticRanto
terms using thaVikipediaarticles and link structure construct the edges between sentence vertices in the
as a knowledge base. The semantic relatedness &@se of the semantic sentence graphs for text summa-
tween two termsi andti according toWLM is de- rization. Regarding which sense of each term is used
fined as shown in Equation 2. The intuition behinéPr the computation of its semantic relatedness with
this formula is that the semantic similarity betweeAnY other term, the senses that maximize the measure
two terms becomes higher, as the number of art? Equation 3 are picked in each case.
cles pointing to both respectiWikipediaarticles in-
creases (i.e., as the percentage of the articles linkiR
to both pages compared to the number of articles linkor the purposes of our experimentation we will

é’, Ranking Nodes in Semantic Graphs

ing to either of them increases). be evaluatingSemanticRankvith variations of the
Lo (e {[In(es) (a2 11— toa () Ainary ) known PageRankand HITS algorithms. Some of
SRuii(ti )= ——To5TWT) ~Tog (mm{T(a; )T, ACa )TH those variations are applied for the first time in the

) ) _ framework of ranking nodes in semantic graphs.
We combine the two measures in a single measyiRyvever, as will be explained in Section 4, Se-
SRT¢i,t;), as shown in Equation 3. The reason Wg,anticRankany available vertex ranking methodol-
prioritize SRyn(t;, t;) from SRyii(t, ¢;), when both ogy can be used instead.
terms exist inWN is because the former measure has 1,4 original versions oPageRankand HITS rely
show_n much better performance in capturing the S6f therich getricher” model, which is based on ex-
mantic relatedness between terms. plicit links and ignores edges weights. More specif-
1, ti=t ically, HITS prioritizes good hubs and authorities,
. whereas PageRank uses a dampening fagjan(or-
SRun(ti, £5), !f bty © Wor.dNej[ der to avoid clique attacks and promote the centrality
SRwiki(ti,t;), if ti,t; € Wikipedia o nodes. However, in the case of graphs with implic-
0, otherwise itly devised links, like in semantic graphs, the edges
(3) carry weights, which must be taken into account. In
this direction, we employ a modified version of the
original PageRanlalgorithm, first introduced by Mi-

To quantify the semantic relatedness for a pair f;cea and Tarau (2004). The modifieageRanks
text segments, we build upon t#RTmeasure, but g, in Equation 6.

also take into account the statistical importance of

the terms occurring in the respective texts. Given

two text segmentst and B, and two termg, € A )

andt, € B, a measure that combines the statisticawpm) =(1=B)+5-
importance oft, andt,, according to (Tsatsaronis
et al., 2010), is the harmonic mean of thék-IDF
weights. We denote this quantity as .,. Then for

each termt, € A, we search for the correspondmgrespectiver' andu,, is the weight of the edge be-

termt¢, € B, which we symbolize witlb,., that maxi- . ) .
. g : T tween nodes andj. In the case of semantic graphs
mizes the product of their combined statistical impor- .
S : constructed for keyword extraction, nodes are terms,
tance and semantic similarity. In our casgis found

by Equation 4. Similarly we can find for eathe B and, thusuw;; = SRTt;, ;). In the case of seman-
; tic graphs constructed for text summarizatiband
the corresponding.,.

are sentences, and, thus, = SR%, j).
. . Similarly to the modification shown in Equation 6
b = ariér]lgaX{Ata,tb SRTta, 1)} “) for PageRankwe can define a weighted version of

SRTti, 1)) =

3.2.2 Semantic Relatedness Between Texts

w;; - WPR(j)

) ZkeOUT(j) Wik

(6)

FEIN(E

wherei, j, k represent verticediN (i) andOUT(5) are
the sets ofnlink nodes ofi and outlink nodes of;



HITS. The respectiveauthority and hub scores are [3;, which expresses how often we may jump back to
shown in Equations 7 and 8. the set of theorior nodes from nodé. The intuition

behindpriors is that certain nodes in the graph are fa-

authority(i) = Z w,j - hub(j) (7)  vored against other. In a keyword extraction task the

jeln(i) priors set may contain the keywords appearing in the

documents title.
hub(i) = > w;; - authority() (8)
jeout(4)

The aforementioned modifications have been alp_pR(i) =(1—8)+8- Z M
ready applied in the past in the case of seman- JENG) ZkeOUT(j)wjk
tic graphs, with application to keyword extraction (10)
and text summarization (Mihalcea and Tarau, 2004;
Mihalcea, 2004), although using different semantia SemanticRank
graphs. For the extraction of the most important
nodes, the modifieBageRankersion is used to rank In this section we presei@emanticRankillustrated
the nodes according to their finRageRankvalues, in Algorithm 1), our algorithm for ranking terms and
and the modifiedHITS to rank nodes according tosentences based on their semantic relatedness. The
their final authority values. In this work, we also first step ofSemanticRanls the semantic graph cre-
consider and evaluate two additional modifications @ftion. In the case of semantic keyword graphs, and
PageRankn order to rank vertices in the case of thgiven a documentl; which belongs in a document
semantic keyword graphs. The first modification, thaollection D, as a preprocessing step, the algorithm
we callAveraged PageRank Weighti(PW) is pre- detects alh—grams of size up t6 words using a dic-
sented in Equation 9, and is used after the weightéidnary look-up (i.e., botiWordNetand Wikipedia,
PageRankof Equation 6 has executed. The intuand a sliding window, in order to identify candidate
ition behind APW is that each vertex; in the case keywords, which may be essentially composite terms.
of the keyword semantic graphs, has a known inFhe resulting set of terms (i.e., can be termd @b
portance based on its frequency of occurreride-( 5 words), which we denote ak,, is used for the
IDF weight) inside the given document collectidh creation of a graplts with the vertices being all the
Thus, APW considers both the importance of vertexistinct termst; € K,,. As edge weights;; Seman-
t; inside its semantic graph, and inside its documetitRankusesSRT¢;, ¢;) which captures the semantic
collection. relatedness between termisandt;. However, ide-
ally we would also like to incorporate im;; the sta-
. ) s tistical information of terms,;, t; that we have from

APW;) = %(VV\(/F;EZ) + Ti_::[_)lg(;“ dj)) (9) their frequency of occurrence inside and D. Thus,

ax max Equation 11 shows this combination, and it is the for-

whered; the specific document from which the semula according to whicBemanticRankomputes the
mantic keyword graph is create®VPRnay is the edge weights;; in the case of the semantic keyword
maximumPageRankscore found in this graph, andgraphs. In the case of semantic sentence graphs cre-
TF-IDFmaxis the maximunilF-IDF weight found in  ation,SemanticRankitializes G with all the distinct
documentd;. sentenceSen in d; as vertices, and it uses Equation

The secondPageRankmodification that is em- 5 to compute the weights between every pair of ver-
ployed for the first time in the case of semantic keytices (i.e., between every pair of sentences). In Algo-
word graphs is theriors biased PageRaniP-PR rithm 1 we denote the set of distinct sentences,in
discussed in (White and Smyth, 2003). The idea With Sery;.
very similar to the works in (Haveliwala, 2002) and

(Agirre .and Soroa, 2009), and pertain to r'anking the wij = A,e; - SRTti, t) (11)
nodes in the graph, with regards to a given set of
nodes calledpriors. In short, whilePageRankoro- In both cases, for the given documeht and af-

vides a global ranking of the nodes in the grapfRR  ter the creation of the semantic graph, nodes may be
provides a ranking of the nodes with regards to the setnked according to the values produced by apply-
of the givenprior nodes. This is expressed in Equaing either Equation 6, or Equations 7 and 8. For the
tion 10. The only difference with equation 6 is thatase of semantic keyword graphs, the topanked
each node has its own fandom jump probability nodes are selected as the most important keywords
to theprior nodes. Thus, for each nodeP-PRhas a of d;. For the case of semantic sentence graphs, the



Algorithm 1 SemanticRankp,Mode 5 Experimental Evaluation

1. INPUT: A text document collectionD, and a
Modeflag.

2: OUTPUT: A ranking R of the semantic graph
nodes for every documeds € D.
ExecuteD,Mode)

The experimental evaluation is performed in two
tasks: (a) keyword extraction, and (b) text summa-
rization. In both cases we create a semantic graph
for each document and we rank the nodes accord-
ingly, using Algorithm 1. For our evaluation we

3 if Mode_|s Keyword§then use all the ranking algorithm alternatives described
4 |dentify composite terms of length up ® in Section 3.3, and compare results with state of the
W‘?rds art approaches that use the same ranking algorithms

5 end if : but different graph creation and edge weighting ap-

6: Compute and indeXF-IDF values for all terms proaches. The various tested ranking alternatives

7 forall d; ED do are: weightedSemanticRankSem using PageRank

8 G: Aninitially empty g_raph (WPR), andHITS (WHITS, and unweighte&emant-

9: G = ConstructSemanticGraphg; Mode icRank(USen) using the original versions ¢fageR-

10: R =RankNodes() ank (UPR) and HITS (UHITS). In the case of key-

11: end for . word extraction we evaluate additionally tiAeer-
ConstructSemanticGraph(d;, Mode) aged PageRank WeightiigPW) andPageRank Pri-

12: G: an initially empty graph
13: if Modeis Keywordsthen
14:  Initialize G with K,

15: else 5.1 Keyword Extraction
16:  Initialize G with Seng,

17: end if '

18: for all pairs of verticegv;, v;) do
19: if Modeis Keywordsthen

ors (PPR), where theprior nodes were set to the
terms occurring in each abstract’s title.

We appliedSemanticRankn an automated keyword
extraction task on the Inspec dataldas€&he Inspec
database stores abstracts of journal papers from com-
puter science and information technology and the

20: i, — Wi :)\’U"U' -SR iy Uj . . . .

21: e|sué 4 =% B Wi, v7) keyword extraction task aims in selecting the most

22: w;.; = w;; = SRSV, v;) descriptive keywords for each abstract. Each abstract
03 endif v has been already assigned keywords by professional
24: end for indexers, which constitute the gold standards for sys-
25: RETURN (@ tems’ comparison. The mean number of assigned

RankNodes() terms per abstract from the expert¥i63. The goal

26: Execute Weighted PageRankéh is to extract as many of the keywords suggested by the

27: R = Rank vertices of in descending order of professional indexers as possible for each abstract.
' PageRank values In this data set our results are directly comparable to

28: RETURN R with their PageRank values tzhoeo\év)orks in (Mihalcea and Tarau, 2004) and (Hulth,
We evaluateSemanticRankSen) using varyingk

values §, 10,15, and 20), where k stands for the

number of keywords to be extracted from each ab-

top+ ranked nodes are selected as the set of seiact: In Table 1 we report the results of macro-
tences, put together to constitute the automaticafyer@9ed precisionH), recall (), and F-Measure

generated summary of;. In Algorithm 1 we may (F) over all abstracts. Precision for each abstract is
J* -
substitute line26 with any of the ranking options dis- the number of correctly extracted keywords, divided

cussed in Section 3.3. An analogy can be also drafgy the number of extracted keywords, and recall dif-
with PageRank'sandom surfer modekwhere a user fers only in the denominator (number of keywords

browses the Web by following links from any givensuggested by the indexers). We also present the best
Web page. In the context of text modellir§eman- reported results for the algorithms in (Mihalcea and

ticRankimplements what we refer to aext surfing 1arau, 2004), and (Huith, 2003). Results show that
which relates to the concept of text cohesion (HalliSemanticRankiith weightedPageRanigives better
day and Hasan, 1976), i.e., from a certain concept mVi€asure from the approaches in (Mihalcea and Ta-
a text, we are likely tdollow "links” to related con- @4 2004) and (Hulth, 2003) fdr = 15 andk = 20

cepts, meaning COI’ICEptS that have lexical or seman IC4Many thanks to Anette Hulth for providing us the data set used in her

relation to the current concept. keyword extraction experiments.




| Method [P [ R [ F ] | System | F-Measure |

WPR | 0.396 | 0.121 | 0.1853 Sem WPR | 0.40996(0.39067 — 0.4292)
Sem (k=5) WHITS | 0.348 | 0.088 0.14 WHITS | 0.3651(0.3435 — 0.38609)
APW [0.556 | 0.185 | 0.278 Usem  UPR | 0.2951(0.2727 — 0.3195)
P-PR | 0.659| 0.226 | 0.337 UHITS 0.3132(0.2901 — 0.3375)
WPR | 0.368 | 0.2463 | 0.296 T 0.4131(0.3922 — 0.434)
Sem (k=10) WHITS | 0.335 | 0.138 | 0.195 P 0.4039(0.3843 — 0.4226)
APW | 0.498 | 0.331 0.398 O 0.3905(0.3663 — 0.4132)
P-PR | 0.524 | 0.352 0.422 \% 0.3885(0.368 — 0.4085)
WPR | 0.371 | 0.364 | 0.368 Q 0.3857(0.3616 — 0.4089)
Sem (k=15) WHITS | 0.355 | 0.241 | 0.287 Baseline 0.3549(0.3329 — 0.3756)

APW | 0.449 | 0.442 | 0.446

P-PR | 0.451 | 0.441 | 0446 | Tqpje 2 Results (F-Measure) of the single-document

WPR | 0.376 | 0.466 0.417 i ati
= summarization task, (DUC 2001).
sem (k=20)  \viirs (0374 | 0312 | 034 ( )

APW | 0421 | 0.532 | 0.47

P-PR [ 0.418 | 0514 | 0.46 [ System ] F-Measure |
~ UPR | 0.057| 0.046 | 0.048 WPR | 0.4971(0.4799 — 0.5164)
uSem (&=5)  ,iyTs [0.0611 0.053 | 0.055 SeM  \WHITS [0.3836(0.3815 — 0.4047)
i} UPR | 0.06 | 0.102 | 0.07 UPR | 0.3036( 0.297-0.3208%
usem &=10)  irs [0.06 [ 0.108 | 0.072 USeM  ynits [0.2851( 0.2735-0.297
3 UPR | 0.052| 0.116 | 0.069 TextRank 0.4904
USem (&15) s [0.054] 0.123 | 0.072 S27 0.5011
3 UPR | 0.052| 0.14 | 0.074 S31 0.4914
USem (&=20) s [0.053] 0.151 | 0.076 528 0.489
Michalcea (2004) 0.312 | 0.431 0.362 S21 0.4869
Hulth (2003) 0.252 | 0.517 | 0.339 $29 0.4631
Baseline 0.4779

Table 1: Results of the keyword extraction task in the
Inspec database. Table 3: Results (F-Measure) of the single-document
summarization task, (DUC 2002).

and always better from weight¢dl TS APW andP-

PR have higher F-Measure thaPR achieving top methods (i.e.TextRankwhen possible.

performance (bold values), wihPW producing the

best F-Measure fok = 20. In this case, the dif- 5.2.1 Single Document Summarization

ference betweeAPW and TextRankboth in preci- | the single-document summarization task we

sion and recall, was found statistically significant §{5ye used the data sets of ecument Understand-
the 0.95 confidence level, using Fisher's exact tes:}ﬂg ConferencgDUC) from the 2001 and 2002 com-
In addition, we can observe that the unweighted Vefetitions. The two data sets compris@s and 567
sions ofPageRankand HITS produce very poor re- neys articles respectively. For both data sets, two
sults. This shows that our method benefits greatf¢ference summaries per document were provided.
from the suggested edges’ weighing scheme. The task for the participating systems in both com-
petitions was to provide for each document a sum-
mary of at most100 words. Thus, we appl\se-
We evaluatedSemanticRankn two different text manticRanky first ranking sentences following Al-
summarization tasks: single-document, and multgorithm 1, and then by merging them, starting from
document summarization. As in the keyword extra¢he top ranked sentences, until thé) words limit
tion task, we evaluate both the weighted and the uis reached. For the evaluation against the refer-
weighted versions demanticRankSemandUSen) ence summaries, we are using tROUGE toolkit,
usingWPR WHITS UPR, andUHITS respectively. which is based oV —grams, and has been the stan-
We also compare against state of the art results in thlard evaluation methodology for the summarization
used data sets, and we report on results from relategk (Lin and Hovy, 2003) in all the recent DUC

5.2 Text Summarization



competitions. Since iDUC 2001 andDUC 2002 | System | F(R2) | F (R-SU4) |
the ROUGE system was not the standard evaluation

toolkit, we implemented the evaluation of the two Sem WVY—|T$5 8822 gﬁ’g
tasks inROUGE The setup we adopted for ROUGE . :
was (Ngram(1,1) stemmed words and no stopwords), usSem UPR 0.031 0.069
identical to the one adopted in (Mihalcea and Tarau, UHITS | 0.028 0.062
2004). S40 0.111 0.143
In Table 2 we present the F-Measure values pro- S55 0.098 0.135
duced fromROUGEfor SemanticRankand the to S45 0.096 0.132
performing systems (participating systesP, O, Sa4 0.093 0.136
V, and Q), for the 2001 data set. Similarly, Table 547_ 0.093 0.130
3 presents the results for the 2002 data set. In both Baseline 0.085 0.122

cases we report the performance of a simple baseline

method, that takes the first sentences from each argble 4. Results of the multi-document summariza-
cle, until the limit of 100 words is reached. Whention task (DUC 2007 update task).

available, we also present the results from (Mihal-

cea and Tarau, 2004), and also the5 confidence

intervals for the F-Measure values, as these W&@neration component, a set of heuristics is used to
generated bROUGE The results in the two tablesgenerate the summary. In a similar approach (Amini
show thatSemanticRankwhen the weighted versionand Usunier, 2007), where coherent text fragments
of PageRank is used, produces very high F-Meast sought with regards to the initial question, the au-
score. In both cases, our system ranks among the t9grs show that query expansion using a contextual

2 systems in the task. approach may lead to find important terms for the
summary, among different related documents. Their
5.2.2 Multi Document Summarization system ranked among the top in the main task of

For the multi document summarization task w&@YC 2007 leading to the conclusion that for a multi-

used the data from thBUC 2007 update taskThe document summarization system, a contextual ap-
data set consists @50 documents organized in top-Proach might be more efficient th&emanticRank

ics, and each topic is further divided into three clus- However, from the results presented in Tables 2, 3
ters, for each of which gold standard summaries af@d 4, we experienced a very good performance of
provided by evaluators. In this case, the average 8eMmanticRanla ranking sentences for the text sum-
ROUGE-2andROUGE-SU4cores are used for eval-marization task, with the weighted ranking variations
uation. Table 4 presents the average F-Measure vafoducing always better results than the unweighted.
ues for both scores. We also report the-tépper-

forming systems in the respective task, as well as tlie Conclusions and Future Work

performance of the generic baseline that was used

in this case. As Table 4 shows, the combination &f this paper we introduceSemanticRanka new al-
SemanticRanwith the weightedPageRanlproduces gorithm for ranking keywords and text segments us-
better results than weightét TSand the unweighted iNg measures of semantic relatedness. The novelty
versions. This drop in performance compared to ti¥ the algorithm is its semantic graph creation step,
results in the single-document summarization tagkhich is based on a measure of semantic relatedness
can be partly explained by the fact that in this cagBat combinesVordNetand Wikipedia We evalu-

the DUC 2007 update tashllows for the system to atedSemanticRankising several alternatives for its
assume previous knowledge for the document clugnking step, all based on weighted and unweighted
ters B and C of each topic. In our case, we have/ariations ofPageRanlandHITS Results in keyword
not embedded any methodology that takes advants@jgéraction and text summarization experiments show
of this knowledge. Regarding the top system in T4hat it performs favorably over state of the art re-
ble 4, systenB4Q is the system calleGISTEXTER lated methods, and that the selected edges’ weighting
(Hickl et al., 2007).GISTEXTERuses textual infer- boosts its performance. In our future work we will
ence and textual contradiction to construct represegxamine the potentiality of more graph-based ranking
tations of knowledge encoded in a document colleg€thods, and it is on our next plans to emiSesan-
tion. The System Comprises four Components: quetg:Rankon more Iinguistic tasks, such as sentiment
tion processing, sentence retrieval, sentence rankidpalysis and opinion mining.

and summary generation. However, for the summary
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