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Abstract. Word sense disambiguation (WSD) methods evolve towards explor-
ing all of the available semantic information that word thesauri providéhim
scope, the use of semantic graphs and new measures of semantanedatmay
offer better WSD solutions. In this paper we propose a new measuesnzrgic
relatedness between any pair of terms for the English language, usirtiNéto
as our knowledge base. Furthermore, we introduce a new WSD medised bn
the proposed measure. Experimental evaluation of the proposeddetiench-
mark data shows that our method matches or surpasses state of tesudig. r
Moreover, we evaluate the proposed measure of semantic relatéadmpass of
terms ranked by human subjects. Results reveal that our measwmanisc re-
latedness produces a ranking that is more similar to the human genenasted o
compared to rankings generated by other related measures of senstattd-
ness proposed in the past.
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1 Introduction

Word Sense Disambiguation (WSD) is the task of selecting th&t mppropriate mean-
ing for any given word with respect to its context. The caatidword meanings, also
referred to as senses, are usually selected from a maclidebie dictionary (MRD)
or a word thesaurus. Several approaches have been propogedpast and are clas-
sified depending on the resources they employ for the WSD kastwledge-based or
dictionary-based approaches usually utilize knowledgecsas like MRDs or thesauri
in order to address the task. Corpus-based approachedéritie use of large corpora.
An alternative classification may consider the use of aitngimechanism that builds a
decision model (i.e. a classifier) trained on manually aateat data in order to predict
the correct sense of each given word. Such approaches aselemd as supervised
WSD approaches. The main distinction between a supervised Wé&thod and an
unsupervised one is in whether they use manually labell¢éal alanot. An extensive
presentation of the state of the art in WSD can be found in [1].

In this paper we propose a new knowledge-based WSD approattdhs not re-
quire training. The approach considers semantic netwarksmted from the WordNet
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thesaurus [2] and introduces a new measure of semantiedakss for a pair of the-
saurus’ concepts Experimental evaluation of the semantic relatedness uneas65
word pairs ranked by human subjects according to their seneglatedness shows
that our measure produces a ranking that is more similaredtiman generated one,
compared to other related measures of semantic relatedregsssed in the past. Fur-
thermore, we evaluate our approach in a benchmark WSD dataaseely Senseval 2
[3], and show that it surpasses or matches previous unsspdrwSD approaches. The
rest of the paper is organized as follows: Some preliminkEments, as well as related
work, are discussed in Section 2. Section 3 introduces themeasure of semantic
relatedness and the new WSD method. Section 4 presents tegregptal evaluation
and Section 5 concludes and points to future work.

2 Background and Related Work

The idea of using semantic networks to perform WSD is not nefadt, recent research
has employed the construction of rich semantic networks utibze WordNet fully.
In this section we present preliminary information conasgrivVordNet and semantic
networks.

2.1 WordNet

WordNet is a lexical database containing English noundysyexdjectives and adverbs,
organized in synonym sets (synsets). Synsets can be reggsdencepts. They are con-
nected with various edges that represent different semeaititions (see Figure 1) and
sometimes cross parts of speech (POS). The proposed meéseraantic relatedness
and the introduced WSD approach utilize the full range of Wat2.0 semantic rela-
tions. Any other thesaurus could be used as long as it preadémilar graph structure,
and semantic relations like the aforementioned, that cemabss POS.

2.2 Generating Semantic Networks from WordNet

The expansion of WordNet with semantic relations that cRf3S has widened the pos-
sibilities of semantic network construction from text. Fapproaches [4], were based
on the gloss words existing in the terms’ definitions in otddsuild semantic networks
from text. More recent approaches in semantic network cactsbn from word thesauri
[5, 6] utilized the semantic relations of WordNet. Thesehods outperformed previous
methods that use semantic networks inahevordsWSD tasks of Senseval 2 and 3 for
the English language. The evaluation in [6] revealed thatprformance boost of the
WSD task was mainly due to the use of the rich semantic linkswoadNet offers. In
this work we adopt the same semantic network constructichaode

! Conceptandsensewill be used interchangeably for the remaining of the paper.
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Fig. 1. Semantic relations in WordNet.

2.3 Semantic Relatedness Measures in Word Sense Disambigoat

Agirre and Rigau in [7] base their measure for sets of corsceptthe individuals’
density and depth and on the length of the shortest path din@iects them. Resnik [8]
measure for pairs of concepts is based on the informatiotrenbof the deepest concept
that can subsume both. Measures proposed by Jiang and Ef8jréirst and St-Onge
[10], Leacock and Chodorrow [11], and Lin [12], were basedsionilar ideas. Due to
space limitations we suggest the reader to consult the sialfBudanitsky and Hirst
[13] for the majority of the aforementioned measures. Adldh measures are based on
the noun hierarchy, whereas our measure defines the semelatedness between any
two concepts, independently of their POS. The proposed W®Doaph is based on a
new measure of semantic relatedness for concept pairshwbiobines in tandem the
length of the semantic path connecting them, the type of ¢heastic edges and the
depth of the nodes in the thesaurus. Experimental evatuatiows that this measure
familiarizes human understanding of semantic similaréttdr than all other measures.

In this work we focus only to the unsupervised approachdstieebased on seman-
tic networks. Patwardhan et al. [14] modified the Lesk mettwoallow for the use of
any measure of semantic relatedness. Mihalcea et al. [S}aorted semantic networks
from WordNet and ran an adaptation of the PageRank algorithrthem, in order to
address thall wordstask for the English language. Tsatsaronis et al. [6] cantd
richer semantic networks and surpassed or matched therparfce of the PageRank
semantic networks, with a constraint spreading activagohnique. We compare our
work to the WSD approaches mentioned above in section 4.2iltReshow that our
method surpasses or matches state of the art results fomtjlestcall words task in
Senseval 2.

3 WSD Based on Semantic Relatedness of Terms

In this section we propose a new measure of semantic reledecemd a new WSD
approach based on that measure.



3.1 Semantic Relatedness

The proposed measure of semantic relatedness for a painoépts considers in tan-
dem three factors: a) the semantic path length that contreets/o concepts, captured
by semantic compactnesl) the path depth, captured lsgmantic path elaboration
and c) the importance of the edges comprising the path. Aunedsr WSD based on
the idea ofcompactneswas initially proposed in [15], but it only used nouns and the
hypernym relation. We enhanced that measure by considaltiofWordNet's relations
and POS.

Definition 1. Given a word thesauru®, a weighting scheme for the edges that assigns
a weighte € (0, 1) for each edge, a pair of sensfs= (s1, s2), and a path of lengtlh
connecting the two senses, the semantic compactnéscsif M (S, O)) is defined as
Hézl e;, Whereeq, eq, ..., ¢; are the path’s edges. iy = sy SCM (S, O) = 1. If there

is no path betwees, andss SCM (S, 0) = 0.

Note thatsemantic compactnes®nsiders the path length and has values in [0, 1].
Highersemantic compactnebstween senses means higher semantic relatedness. Also,
larger weights are assigned to stronger edge types. Thgantbehind the assumption
of edges’ weighting is the fact that some edges provide ggosemantic connections
than others. A standard way od obtaining the edges’ weiginsbe the measurement
of edges’ distribution in WordNet. The frequency of occage of each edge type can
act as its weight. Theemantic compactnes§two senses; ands,, can take different
values for all the different paths that connect the two sen8aother parameter that
affects term relatedness is the depth of the sense nodesisomgpthe path. A standard
means of measuring depth in a word thesaurus is the hypehngpotym hierarchical
relation for the noun and adjective POS and hypernym/tropofor the verb POS. A
path with shallow sense nodes is more general compared tthanith deep nodes.
This parameter of semantic relatedness between sensqsusethby the measure of
semantic path elaboratioimtroduced in the following definition.

Definition 2. Given a word thesauru® and a pair of sense§ = (s1,s2), where
s1,82 € O andsl # s2, and a path between the two senses of lerigthe semantic
path elaboration of the path (SPE(S,0)) is definec]'é;1 jﬁ‘f;:l : ﬁ, whered; is
the depth of sensg according toO, andd, ... the maximum depth ol. If s1 = so,and

d=dy, =dy SPE(S,0) = ﬁ. If there is no path froms; to so, SPE(S,0) = 0.

SPE is in fact the harmonic mean of the two depths normaliag¢tig maximum the-
saurus depth. The harmonic mean offers a lower upper boandlie average of depths
and we think is a more realistic estimation of the path’s depompactnesandSeman-
tic Path Elaboratiormeasures capture the two most important parameters of niggasu
semantic relatedness between terms [13], namely pathhemgt senses depth in the
used thesaurus. We combine these two measures in the defioittemantic Related-
nessbetween two senses.

Definition 3. Given a word thesaurud and a pair of senseS = (s1, s2) the semantic
relatedness of (SR(S,0)) is defined asax{SCM(S,O) - SPE(S,0)}.



Note that definition 3 can be expanded to measure the semataiedness for a pair
of termsT = (t1,t2), namelySR(T, O). For all the pair combinations of senses that
t; andts, may be assigned, the maximum value of semantic relatedmda®edén any
two senses found is defined as the semantic relatedness péithef terms. In case
t1 =ty = t andt ¢ O then semantic relatedness can be considerédHse semantic
relatedness can only take real valuefin].

Algorithm 1 Word-Sense-Disambiguation(T,w(®)

Require: A set of POS-tagged ternig to be disambiguated, a word thesaurus O, a weighting
schemaw : E — (0..1) for the edges of the used thesaurus and an upper threSHoldthe
maximum number of combinations examined in simulated annealing.

Ensure: A mapping of terms to senses that disambiguate them.
Word-Sense-Disambiguation(T,w),

1: for all termst € T do

2:  senseg] =number of possible sensestof
3:  correct-sengd =random(sens¢s)

4: end for

5: Minimum-MST-Weight=compute-SCH(T,correct-sense,O)

6

7

8

: while iterations: < © do
. Transit randomly to a neighboring assignment of senses
: Temp-MST-Weight=compute-SCH(T,correct-sense,O)
9:  AE=Minimum-MST-Weight - Temp-MST-Weight
10: if AE > 0then

AE

11: Transit to neighboring state with probability:
12:  endif
13: end while

14: return correct-sense

3.2 Word Sense Disambiguation Based on Semantic Relatedses

We expand the measure of semantic relatedness betweend f&ins introduced in
the previous section, to a measure of semantic coherensedretr set of terms, and we
use this measure to form a new knowledge-based WSD algoritandoes not require
training.

Definition 4. Given a word thesauru® and a set ofn termsT = (t1,to,...,ty),
where for eachi;, i = 1..n, it holds thatt; € O, letS = (s1, so, ...., s,) be a possible
assignment of senses to the term®'imThe semantic coherenceB{SCH(T,0)) is then
defined as the weight of the Minimum Spanning Tree (MST) cieahjon the weighted
undirected graph having: 1) a node for each sensé i) an edge for each pair of
sensess;, s;) that are semantically relatedbR((s;, s;), O) > 0), with an edge weight
_ 1

Wii = SR((5:5,),0)°

Based on this definition, the WSD algorithm operates as faldwom all MSTs pro-
duced for the set of terms we choose the one with the maximumarstéic coherence.



To alleviate the computational burden occurring by exangrall possible MSTs, we
use simulated annealing [16].

4 Experimental Evaluation

The experimental evaluation is bi-fold. Firstly, we congp#ne measure of semantic
relatedness against state of the art measures, using a s&tropairs weighted by
humans as a benchmark. Secondly, we evaluate the perfoeroétitze proposed WSD
algorithm in the Senseval 2 benchmark collection.

4.1 Semantic Relatedness Measure Evaluation

The relatedness measures that we compare to are: Hirst &ddget (HS), Jiang and
Conrath (JC), Leackock and Chodorow (LC), Lin (L) and Regi®k which are thor-
oughly discussed in [13]. We use the test set of 65 term paitiglly proposed by
Rubenstein and Goodenough [17] and rank the term pairs tisengemantic related-
ness scores given by each measure and by the 51 human suljecteasure the cor-
relation of all rankings, including ours (SRel), using thenidall's Tau distance measure
[18]. The results are:

Table 1.Kendall's Tau distance from human rankings.

|HC|JC |LC| L | R |SRel
Kendall's Tau[0.3710.250/0.247]0.242]0.260[/0.169

4.2 Word Sense Disambiguation Evaluation

The proposed WSD method is evaluated in Senseval 2, for thisBrad) wordstask.
The computation of the semantic relatedness between anypfpedncepts requires a
weighting scheme that assigns valuefiinl). A standard weighting scheme can be the
distribution of edge types in the used thesaurus. The fregyuef occurrence can be
the respective edge’s weight. We followed that scheme, laa@dge weights we pro-
duced (hypernym/hyponym edges obtairie®l7, nominalization edge8.14, etc.) are
in accordance to those stated Song et al. in [19], and the satiméhe ones obtained if
semantic networks are constructed for each sentence ineth€8r data set. Thus, no
effort for training in order to learn the edges’ weights iguiged. We compare our ap-
proach (MST) with the standard unsupervised baseline,iwiaiedomly assigns a sense
to a given word, the best reported unsupervised method iS¢mseval 2 competition
[3], an unsupervised approach utilizing spreading of atitm on semantic networks
(SANSs)[6] and an unsupervised approach executing PageBaiRRSN). Reported
accuracy is shown in Table 2. Results show that the proposed iw&hod surpasses



Table 2. Overall and per file accuracy on the Senseval 2 data set.

Words || MST|Baselingl|SANsBest UnsugPRSN

Mono| Poly T‘ Senseval g

File 1 (d00}| 103 | 552||0.436 0.365 |||0.459 unavailablg 0.439

File 2 (d01)| 232 | 724|/0.498 0.421 |||0.468 unavailable 0.544

File 3 (d02)| 129 | 563|/0.511 0.430 |||0.557 unavailablg 0.542
Overall 464 11839|0.485 0.407 |||0.492 0.451 |0.508

the baseline and the best unsupervised method of the Sé@samapetition. Further-
more, it matches the performance of SANs and PageRank nstivinich are, to the
best of our knowledge, the approaches with the best evertegbperformance in un-
supervised WSD overall for all POS. The difference with thiege methods is in the
order of magnitude o032 and 102 respectively. The statistical significance of our
results is calculated usir@95 confidence intervals for all methods’ accuracies (figure
2).
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Fig. 2. Methods’ accuracies with 0.95 confidence intervals.

5 Conclusions and Future Work

In this paper we introduce a new measure of semantic relessdvmetween senses and
expand it to compute relatedness for a pair of terms. The une@®mbines in tandem
the concepts’ depth in the used thesaurus, the semantidguagth that connects the
two concepts and the importance of the semantic edges csimpthe path. Experi-
mental evaluation in ranking term pairs according to thelatedness, shows that our
measure produces a ranking that is more similar to the hurmaargted one, compared
to rankings generated by other related measures of sematdtedness proposed in
the past. Finally, we embedded this measure into a new WSDhagprthat is based
on measuring the weight of the minimum spanning tree comgecandidate senses.



Experimental evaluation shows that our method surpasseatwhes state of the art re-
sults. In the future we will investigate the impact of eaclthaf three factors comprising
our measure of semantic relatedness in the WSD task, and etribexltext retrieval
and text classification models.
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